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EXPLOIT/SPAM PAYLOAD
SUMMARY JAN 2016

Ransomware 18%

Downloader 6%
Backdoor 2%
Banker 5%
Botnet 5%

AdFraud 23%

Other 41%

Filgure 1. January 2016 payloads.

EXPLOIT/SPAM PAYLOAD
SUMMARY NOV 2016

Ranzomware 66%

Downloader 5%

Backdoor 3%

Banker 0%
Botnet 1%

AdFraud 10%

Other 15%

Figure 2. November 2016 payloads.

Source: State of Malware Report 2017- MalwareBytes LABS



Top 10 countries for ransomware
detections

United States

Germany

Italy

United Kingdom

France

Australia

Canada

Spain
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India
10. Austria =%

Source: State of Malware Report 2017- MalwareBytes LABS
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Ransomware 49 % Android Malware 31 % Adware 37 %

Source: State of Malware Report 2017- MalwareBytes LABS



Malware Analysis Techniques

Static Analysis

the examination of the malware sample
without executing

Dynamic Analysis
Dynamic analysis techniques track all the
malware activities

Memory Analysis

the act of analyzing a dumped memory
image from a targeted machine after
executing the malware
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Machine Learning

Artificial Intelligence

Ability to perform tasks normally requiring
human intelligence, such as visual perception,
speech recognition

Machine Learning

the study and the creation of algorithms that
can learn from data and make prediction on
them



ARTIFICIAL

INTELLIGENCE
MACHINE
LEARNING

DEEP
LEARNING

1950s 1960s 1970s 1980°s 1990s 2000  2010's

Since an early flush of optimism in the 1950', smaller subsets of artificial intelligence - first machine learning, then
deep leaming, a subset of machine learning - have created ever larger disruptions.




Signatures, Heuristics, Sandboxes, Machine
Packet Filters Stateful Filters Learning

(+) Recognize known threats (+) Recognize malicious indicators  {+}dnsteppable
(-) Very brittle (-) Rely on known indicators fer Do



Machine Learning Models

Supervised Learning

we have input variables (l) and an output variable (O) and we need
to map the function

Decision Trees, Nave Bayes Classification,

Support Vector Machines

Unsupervised learning
we only have input data (X)

Reinforcement
the agent or the system is improving its performance based on
a reward function
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SUPERVISED
LEARNING

Develop predictive
model based on both

-
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MACHINE LEARNING

input and output data
\_
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UNSUPERVISED
LEARNING

Group and interpret
data based only
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on input data
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Classification vs Regression

* (Classification means to
group the output into
a class.

* classification to predict
the type of tumor i.e.
harmful or not harmful
using training data

* ifitis
discrete/categorical

variable, then itis
classification problem

Regression means to
predict the output
value using training
data.

regression to predict
the house price from
training data

if it is a real
number/continuous,
then itis regression
problem.



Classification Regression
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Hot Dog
OR
Not Hot Dog




Machine Learning Algorithms

Unsupervised | Supervised
* Clustering & Dimensionality ll * Regression
Reduction | o Linear
o SVD : Dﬂ IFtﬂIyrermial
ecision Trees
o PCA I * Random Forests
o K-means |

Association Analysis Classification

|
|
o Apriori | o KNN
o FP-Growth |I - Trees
|
|
|

Categorical | Continuous
L]

. u
Hidden Markov Model o Logistic Regression

o NMNaive-Bayes
o SVM



Incremental
(Learn
continuously)

Batch

(Learn once)

Unsupervised

Supervised

(no labels) (with labels)
User Network
behavior Anomaly
analytics Detection Network
Traffic
Insider Profiling
Threat

Malware
Family
Identification

c2
Detection

J

Detection Spam
Filtering
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|

Malware
Detection




Machine Learning Workflow
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Malware Datasets

Malware Analysis Process Entry Points:

 File
e URL

* PCAP
* MemoryImage



Hidden Markov Models

Markov process or what we call a Markov chain is a stochastic model
used for any random system that change its states according to fixed probabilities

In probability theory and related fields, a stochastic or
random process is a mathematical object usually defined as
a collection of random variables




Hidden Markov Models

* The Hidden Markov Model is a Markov Process where we are unable
to directly observe the state of the system.

Each state has a fixed probability of "emitting”.
p is a sequence of states (AKA a path).

Each p i takes a value from set Q.

We do not observe p



Hidden Markov Models

CLEAN OR DIRTY?

This state diagram illustrates the deduction process a prisoner might
follow to guess the weather based on the condition of prison guards” boots.

0,6

dirty boots

0,8



A General Definition of HMM

HMM = SVBAH)

T~ Initial state probability:
N states
< n={x,..mx,} E:r-l
{S” w,: prob of smrnng .-:zf state s,
M symbnls State transition probability:

V={v,.. Ad={a;} 1si,jsN Eaﬂ. 1
J=1

j - prob of going s,—>s,
Output probability:

B={b(v))} 1sisN,lsksM if’.(”ﬂﬂ

b.(v,): prob of "generating"v, ats,
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Hidden Markov Models

Components of Hidden Markov model

Notations:

T = length of the observation sequence

N = number of states in the model

M = number of observation symbols

Q=1{¢".q",....¢" '} = distinct states of the Markov process
V = state transition probabilities NxN matrix

B = observation probability MxN matrix

IT = initial state distribution

O = 0! 0%, ....0"! = observation sequence.

A = (A, B, ) = A Hidden Markov Model defined by the tuple (A, B, )



Classic Problems of Hidden Markov Model

* Problem 1: State Estimation Givena modelA=( A, B, 1) and an
observation sequence O, we need to find P(O—A).That is to determine
the likelihood and check the wellness of the given model.

* Problem 2: Decoding or Most Probable Path (MPP): Given a model A =
(A, B, )and,and an observation sequence O, to determine the
optimal state sequence Q for the given model

* Problem 3: Training/Learning HMM: Given O, N, M, we can find a
model that maximizes probability of O and learn the two HMM
parameters A and B.



Solutions

* Forward-Backward technique
* Viterbi Decoding technique
 Baum-Welch (Expectation Maximization) technique

[} -
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Profile Hidden Markov Model

* By definition a profile is a pattern of conservation.

The Profile Hidden Markov Model is a probabilistic approach that was
developed specially for modeling sequence similarity occurring in
biological sequences such as proteins and DNA.

* Profile HMM is a modified implementation of HMM.




* HMMER is an open source implementation of Profile Hidden Markov

Models. It is basically built to build HMM models for protein sequences
and alignment but in our case we are going to adopt it to build models
for malware behaviour sequences.




Mzlware samples Distrbution

VIKING-DZ : 15 samples .~ ALLAPLE : 31 samples
VIKING-DLL - 46 samples :

“~ PODNUHA : 24 samples
MAGIC-CASINO : 18 samples

DORFDO - 11 samples

EJIK : 9 samples

VIRUT : 40 samples
ROTATOR : 28 samples

SALITY : 11 samples

LOOPER : 36 le
samples SPY-GAMES - 72 samples

ADULT-BROWSER : 46 samples

B ALLAPLE Il PODNUHA MAGIC-CASINO HEH /K B ROTATOR I SPY-GAMES ADULT-BROWSER
BsauTYy BB VRUT BB DORFDO B VIKING-DLL I VIKING-DZ

LOOPER



Machine learning Model Evaluation Metrics

tp = True Positive
fp= False Positive

tn = True Negative
fn = False Negative

relevant clements

True positive

False positive
(Type | error)

False negative
(Type Il error)

True negative

Confusion Matrix

false negatives true negatives

selected elements

Precision = Recall =



=

So what happened?



Normalized Confusion Matrix
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Motor control Touch and pressure

Concentration, planning, Taste

problem solving

Body awareness

Speech - Language
.
:| Frontal lobe Reading
Parietal lobe
Smell Vision

:I Temporal lobe

Occipital lobe Hearing

:I Cerebellum Facial recognition Coordination



One Algorithm Hypothesis

Auditory

I

Auditory cortex

* Thereis some evidence that the
human brain uses essentially

the same algorithm to understand
many different input

modalities.

Ferret experiments, in which the
“input” for vision was plugged

into auditory part of brain, and the
auditory cortex learns to

“see.”

[Roe et al., 1992]



“Look deep into nature,
and then you will understand everything better.”
Albert Einstein




Structure of a Typical Neuron

Dendrites —9-

:

Axon Terminals

Nucleus , Node of Ranvier l

Schwann’s Cells

Myelin Sheath

Cell Body
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* The artificial model of a neuron is called perceptron

Rectifier
6
Inputs  Weights Net input Activation 45
function function \ N\
smooth
1 approximation
M @ > Dutput 0—5—5—44—3—2—10123456

h(z) = maz(0, x)
h(x) = In(1+e")

Schematic of Rosenblatt’s perceptron.



Simple Neural Network Deep Learning Neural Network
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Deep Neural Network
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Backpropagation

Backpropagation is the process of trying to keep the error as
down as possible.

Stochastic Gradient Descent

M
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Microsoft Malware Classification Challenge

kaggle (ezns,

10K Malware 500 GB

! 4

Malware Binary , ~ .
011100110101 Binary to 8 Bit vector to

10010101 1010 8 bit Grayscale
10100001 . vector Image



You are provided with a set of known malware files representing a mix of 9 different
families. Each malware file has an Id, a 20 character hash value uniguely identifying the
file, and a Class, an integer representing one of 9 family names to which the malware
may belong:

Ramnit

Lollipop
Kelihos_ver3
Vundo

Simda

Tracur
Kelihos_ver1
Obfuscator. ACY
Gatak
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0 Agem F Y0
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* Accurately detects malware at > 90%




Well documented and open source frameworks

" theano

Tensor

Sinumpy  PYTHRCH @ llearn



Why GPU Matters in Deep Learning?

X_train shape: (50000, 3, 32, 32) X_train shape: (50000, 3, 32, 32)
50000 train samples 50000 train samples

10000 test samples 10000 test samples

Using real-time data augmentation. Using real-time data augmentation.

Epoch 1/200 Epoch 1/200

50000/50000
Epoch 2/200
50000/50000
Epoch 3/200
50000/50000
Epoch 4/200
50000/50000

Running time without GPU

With GPU, the running time is 733/27=27.1 times faster then the running time without GPU !!!

50000/50000

Epoch 2/200
50000/50000
Epoch 3/2600
50000/50000
Epoch 4/200
50000/50000

Running time with GPU



Deep learning lite-cycle

* Network Definition
* Network Compiling
* Network Fitting

* Network Evaluation
e Prediction






Machine Learning vs Deep Learning
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Gartner report: “Intelligent and Automated Security Controls Impact the Future of the Security Market”, Oct 2015




* Machine learning in cybersecurity
will enormously booster spending in
big data, intelligence and analytics,

reaching as much as $96 billion (£71.9
billion) by 2021.
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Q&A
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