
Improve your Threat Hunt 
with Adversary Emulation

Thomas V Fischer

202011191110000CET



I am @Fvt…

› Current focus is SecOps at <UNDISCLOSED>

› 25+ years experience in InfoSec

› Security Advocate, Architect & Threat Researcher focused on Data Protection

› Spent number years in corporate IR team positions

BSidesLondon Director

› Contact
– tvfischer+sec@gmail.com tvfischer@pm.me

– keybase.io/fvt

mailto:tvfischer+sec@gmail.com
https://www.youracclaim.com/badges/773ef5bb-146e-4916-a4da-6686f5fec585


Challenges in 
Threat Hunting



Threat Hunting Defined

“the process of proactively and iteratively 
searching through networks to detect and 

isolate advanced threats that evade existing
security solutions” – Sqrrl, Framework for Threat Hunting

“Human act of looking for badness that is not 
yet detected successfully.” -Sergio Caltagirone (Dragos)

https://sqrrl.com/media/Framework-for-Threat-Hunting-Whitepaper.pdf

https://sqrrl.com/media/Framework-for-Threat-Hunting-Whitepaper.pdf


Threat Hunting Challenges

› How to organize our program?

› Mapping gaps
– Do I have the right data sources?

– Are the right security controls in place?

– Understanding adversary techniques is more than a checklist

› How effective is my program?
– Can I detect actors, e.g APTXX 



Key Characteristics of an Efficient Process

› What adversary model do we support?

› How we prioritize adversary techniques

› What about the data?
– Understand the quality

– Do we have the right data

› Technology

› People skills



The Pyramid of Pain 

David Bianco, https://detect-respond.blogspot.com/2013/03/the-pyramid-of-pain.html

Adversary Emulation



Adversary 
Emulation



Adversary Emulation - Definition

› Activity where how an adversary operates is performed by 
a security team

› Benefit is to improve the organization’s defense posture
against adversary techniques

› Red and Purple Teaming can be categorized as Adversary 
Emulation



Why Adversary Emulation?

› Prioritize results

› Validating defenses

› Gap identification



Adversary Activities

› Not IOCs

› Tactics, Techniques & Procedures
– How the adversary operates at a high level
– Basis of the adversary emulation

› Traditional tools, methods not applicable
– Vulnerability scans
– Penetration tests

› Use a structured approach
– Kill chain or attack flow
– e.g. MITRE ATT&CK



Key Differences Pentest vs. Adversary Emulation

› Assess security by 
identifying and exploiting 
vulnerabilities

› Focus on a scope or set of 
systems

› Focused on testing 
prevention not detection

› Assess organization 
readiness versus certain 
threat actors

› Focus on execution of 
scenarios (how many flags)

› Tests both prevention and 
detection (blue team 
presence)

Penetration Testing Adversary Emulation



Key Differences in Teaming

› Real world threat actor 
emulated using TTPs

› Maximize the interaction/ 
collaboration with the blue 
team

› Benefit: improve the 
prevention and detection 
capabilities

› Real world threat actor 
emulated using TTPs

› Little or no interaction with 
the blue team (red vs blue)

› Benefit: assess the blue 
team’s performance

Purple Team Red Team



Tools for 
Adversary Emulation



MITRE Says it Best

“MITRE’s Adversarial Tactics, Techniques and Common 
Knowledge (ATT&CK™) is a curated knowledge base and 
model for cyber adversary behavior, reflecting the various 
phases of an adversary’s lifecycle and the platforms they 

are known to target.

ATT&CK is useful for understanding security risk against 
known adversary behavior, for planning security 

improvements, and verifying defenses work as expected.”

https://attack.mitre.org/

https://attack.mitre.org/


Tactics and Techniques

› Tactics describe high-level steps taken by adversary to 
attack 

› Breach is assumed in ATT&CK 
– Initial Intrusion is “first”

› Techniques describe how a tactic is executed
– Description, detection & recommended prevention

– Known threat actor

– Further broken down into sub-techniques



Procedures vs. Sub-techniques

› Sub-techniques
– More details on behaviour used to achieve goal

– Lower-level than technique

– Not on all techniques

› Procedures
– A specific implementation used by adversary

– Procedures section in

– “observed in the wild”



Procedures vs. Sub-techniques

› Sub-techniques

– More details on behaviour
used to achieve goal

– Lower-level than technique

– Not on all techniques

› Procedures

– A specific implementation 
used by adversary

– Procedures section in

– “observed in the wild”



MITRE ATT&CK



MITRE ATT&CK – Sub Techniques



MITRE ATT&CK – Tactic & Technique



Leveraging ATT&CK

Adversary 
Emulation

Foundation for 
emulation plan

Tracking & 
Reporting

Threat 
Intelligence

Map adversary 
behaviour

Platform 
support

Detection 
Capabilities

Map 
organization 
detection 
capability

Use to report 
maturity of 
SOC/IR

Defense
Prioritization

Map to 
preventative 
controls

What is being 
blocked?

Common Reference Language



Example Adversary Emulation Breakdown

Tactic
Discovery

Technique
System Owner/User Discovery

Procedure
whoami



Building Adversary Emulation Process

Analyse 
Adversary 
Behaviour

Develop 
Emulation 

Plan

Test Plan & 
Methodology

Emulate 
Adversary



Building an Adversary Emulation Plan
› Good adversary emulation plan is crucial for effectiveness

› Should include distinct phases to mimic a real-world adversary

› Every tactic is NOT required; change it up! Improvise

› Example phases in MITRE’s APT3
– Implement infrastructure (C2)
– Achieve initial execution (Initial Access)
– Carry out internal discovery, privilege escalation and later movement (lateral 
movement)

– Collect, stage and exfiltrate data (Action on Objectives)



Key Criteria for a Plan

Time and 
Effort

Relevance 
of threat 
actor

Techniques 
covered by 
security 
controls

Techniques 
detected 

by 
monitoring



What is an Emulation Plan

https://attack.mitre.org/resources/adversary-emulation-plans/

https://attack.mitre.org/resources/adversary-emulation-plans/


APT28 Emulation Example

Phase 1

• Initial Access –
Removable Media 
[T1091]

• Execution –Client 
Exploit [T1203]

Phase 2

• Persistence - Valid 
Accounts [T1078]

• Privilege Escalation –
Exploitation [T1068]

• Defense Evasion –
Obfuscate Files 
[T1027]

• Lateral Movement –
Exploit Remove 
Services [T1210]

Phase 3

• Exfiltration – Exfil over 
C2 [T1041] 



Supporting Tools

› Use an emulation stack

› Automated or scripted; supports specific set of ATT&CK 
techniques

› Full stack simulation based on adversary emulation plan; 
manual



Automated or Scripted Tools

RedHunt Atomic Red Team

Metta (Uber)

MITRE 
Caldera



Manual Adversary Emulation

› Red Team Automation (RTA)

› DumpsterFire Toolset

› Covenant



https://www.thec2matrix.com/



MITRE Caldera
Quick Intro

https://github.com/mitre/caldera



MITRE Caldera Basics

› Use Cases
– Red-Team Engagements

– Autonomous Incident 
Response

– Non-deterministically 
(decision making algos)

› Terminology
– Agent

– Group

– Ability

– Adversary

– Operation

– Fact

– Source

– Rule

– Planner

– Plugin



CALDERA – Deploy Agent



CALDERA – Agent Info



CALDERA – Adversary Profiles



CALDERA – Adversary Profiles – Add Ability



CALDERA – Run Operation



CALDERA – Run Operation



ATTACKIQ
Overview – Commercial Product



ATTACKIQ - Scenarios



ATTACKIQ – Scenarios Detail



ATTACKIQ - Agents



ATTACKIQ - Assessments



ATTACKIQ – Assessments Plan



ATTACKIQ – Assessment Run



ATTACKIQ - Report



ATTACKIQ – Report Detail Action



ATTACKIQ - Integrations





So Go Hunt

Analyse 
Adversary 
Behaviour

Develop 
Emulation Plan

Test Plan & 
Methodology

Emulate 
Adversary

Go Hunting



Just Do IT



Closing thoughts

› Use adversary emulation to test your threat hunting program
– Validate you have enough data points

– Can you see the emulated adversaries' techniques

– Develop plans during purple team exercise

› Match your emulation plans to threat intelligence
– Target your activities to what matters

– Use ATT&CK TTPs to simulate known actors

– Improvise; TTPs can change over time

› Build a threat-based defense



@Fvt

› tvfischer+sec@gmail.com
› tvfischer@pm.me

› keybase.io/fvt

“identify pertinent information, prioritize it, 
draw conclusions from it, and communicate 
it...” 

Amy E. Herman

55

mailto:tvfischer+sec@gmail.com

